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A novel method to measure the concentration of ejecta generated by the impingement of rocket
plumes on granular surfaces is presented. This method is based on the principle of millimeter
wave interferometry, using a fully-integrated frequency modulated continuous-wave 60-64 GHz
radar to measure the path-integrated ejecta concentration between the radar itself and a reflector.
The instrument is capable of quantitative measurements of high path-integrated ejecta concen-
trations up to 0.317 ± 0.133 vol%.m, one order of magnitude higher than state-of-the-art optical
methods, at a repetition rate of 10 kHz and independently of the particle size distribution of the
material. The interferometer was calibrated using a particle shadow counting technique for path-
integrated concentrations up to 0.0223 ± 0.0008 vol%.m (0.280 ± 0.010 × 109 particles.m−2) and
demonstrated on a reduced-scale plume-surface interaction experiment using a 6.5 N cold gas
thruster impinging on a bed of regolith simulant under lunar (6.67 Pa) and martian (800 Pa) am-
bient pressures. A glass microsphere regolith simulant with a mean particle diameter of 105 `m
and a standard deviation of 17`m was used for calibration and demonstration. The instrument
performed nominally in both demonstrations conditions, measuring a maximum path-integrated
ejecta concentration of 0.0419 ± 0.0170 vol%.m (0.527 ± 0.214 × 109 particles.m−2) in the lunar
case and 0.131 ± 0.053 vol%.m (1.65 ± 0.67 × 109 particles.m−2) in the martian case.

I. Introduction

Plume-Surface Interactions (PSI) have been identified as a major challenge to current and future exploration programs
of the Moon, Mars, and other rocky bodies of the solar system. Supersonic ejecta generated during the descent and

landing of a spacecraft on the Moon can cause significant damage to any nearby infrastructure, in addition to blinding
and contaminating the spacecraft [1–3]. The formation of deep craters capable of toppling the spacecraft has also been
identified as a concern for martian landings [4, 5]. The ability to predict the cratering, flow and particle dynamics
characteristic of PSI under different conditions is hindered by their coupled nature, the spatial coexistence of very
different flow regimes with a wide range of particle loading, and their unsteady behavior. Knudsen and Mach numbers
vary from subsonic to supersonic rarefied conditions between the nozzle exit and the surface, within a particle-laden
flow that itself ranges from dilute to very densely loaded. Different erosion mechanisms have been identified that
may dominate at different temporal stages during impingement depending on flow and particle parameters. There is
a growing need for experimental datasets that can be used to better understand the emerging fluid-particle-surface
interactions and to benchmark and validate PSI predictions. Given the high speeds and optically dense particle-laden
flow near impingement, new diagnostics are needed for ground PSI experiments as well as for flight instruments. The
development of techniques capable of reconstructing the concentration of the landing ejecta cloud is an important
objective of current PSI studies[6]. Previous works by Lane and Metzger used optical techniques to measure the number
density of a lunar landing ejecta cloud through optical extinction [7, 8] or particle side-scattering [9], both of which can
be related to concentrations by the Beer-Lambert law. However, this process requires the local particle size distribution
of the ejecta cloud to be measured or estimated, which presents a significant experimental challenge when landing on a
poorly characterized soil or if the particles become spatially segregated by size. Furthermore, at length scales relevant
to PSI experiments (∼ 1 − 10 meters), optical transmission rapidly falls to zero for number concentrations higher than
1010 𝑚−3 and particle diameters larger than 10 `𝑚 [8], which restricts optical techniques to the relatively narrow case of
low concentrations of finely grained ejecta.
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A novel method capable of addressing the challenges present in high loading environments with relatively large
particles is proposed and demonstrated in this study. It is based on the principle of millimeter-wave (mmWave)
interferometry, which has been extensively investigated for medical [10–13] and industrial [14–18] purposes, and is
a well established method to measure electron densities in plasma devices [19–22]. A fully integrated, frequency
modulated continuous-wave (FMCW) radar operating between 60 and 64 GHz illuminates the area-under-test (AUT),
tracking the phase shift of the signal bouncing off a reflector located at a known position. The FMCW mode of
operation allows the interferometer to discriminate between the reflector echo and the AUT clutter without requiring the
large and complex quasi-optical beam forming system of purely continuous-wave interferometers [23, 24]. The phase
measurements provide the concentration of ejecta integrated along the line of sight between the radar and the reflector
with a repetition rate of 10 kHz, independently of the size distribution of the material, for a range of concentrations at
least one order of magnitude higher than optical techniques.

II. System Concept
The operating principle of mmWave interferometry consists in measuring small changes in the time-of-flight (TOF)

𝜏 of a mmWave beam propagating between an emitter (TX) and a receiver (RX) by tracking the phase shift between the
signals received and sent over time. 𝜏 depends on the speed of light in vacuum 𝑐0 and on the dielectric constant of the
medium Y𝑚 along the propagation path of the wave 𝑙TX,RX, as provided by Eq. (1):

𝜏 =

∫ RX

TX

√
Y𝑚

𝑐0
𝑑𝑙 (1)

Suspended particles will modify the dielectric properties of the propagation medium, in our case air or a reduced
nitrogen atmosphere. The effective dielectric constant Yeff of a particle-medium mixture, such as an ejecta cloud, is
given by the Maxwell-Garnett formula [25] as a function of the volume fraction of ejecta 𝛿, the dielectric constants of
the medium Y𝑚, and the dielectric constant of the ejecta material Ye, Eq. (2):

√
Yeff =

√
Ym

(
1 + 3𝛿

2

(
Y𝑒 − Y𝑚

Y𝑒 + 2Y𝑚

))
(2)

The Maxwell-Garnett formula requires the volume fraction of ejecta in the medium to be much smaller than unity
(𝛿 ≲ 1%), which is valid for current PSI observations reported in the literature [2]. Other effective medium theories,
such as the Bruggeman mixing formula, are applicable for higher volume fractions.The phase shift Δ𝜙 of a wave with
frequency 𝑓0 due to the presence of ejecta on the propagation path is therefore:

Δ𝜙 = 2𝜋 𝑓0Δ𝜏 =
2𝜋 𝑓0
𝑐0

∫ RX

TX

√
Yeff − √

Y𝑚𝑑𝑙 =
3𝜋 𝑓0
𝑐0

(
Y𝑒 − Y𝑚

Y𝑒 + 2Y𝑚

) ∫ RX

TX
𝛿𝑑𝑙 (3)

Equation (3) shows two remarkable properties of interferometric ejecta density measurements. They are linearly
proportional to the path-integrated ejecta volume fraction, from which a tomographic reconstruction of the ejecta
distribution can be created, and they are independent of the ejecta particle size distribution. This allows the instrument
to provide a reliable measure of the volume fraction even if the ejecta density exceeds its initial calibration range or if a
shift of the particle size distribution occurs in the measurement volume.
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Fig. 1 Comparison of the attenuation and phase shift of 650 nm laser and 4.84 mm (62 GHz) beams travelling
through monodisperse glass regolith simulant with a particle diameter of 105 `m.

Equation (3) can be used to compare the expected performances of optical attenuation and mmWave interferometry.
Fig. 1 shows the attenuation of a 650 nm laser beam and the attenuation and phase shift of a 60 GHz wave travelling
through various concentrations of monodisperse 105 `m glass regolith simulant, which is a representative simulant for
Mars analog PSI experiments. Attenuation in the optical and mmWave rangee is estimated using the Beer-Lambert
law, with extinction efficiencies calculated using Mie scattering theory, as provided by the software MiePlot [26]. It
can be noticed that mmWave interferometry is capable of measuring ejecta concentrations one order of magnitude
higher than a laser instrument if restricted to the [0°, 360°] angular range. It can be extended to higher concentrations
if phase unwrapping is used. Phase unwrapping is a class of signal processing techniques that allow the extraction
from a quadrature signal of continuous phase traces with ranges greater than 360° by detecting and removing so-called
"wrapping discontinuities" from the original phase signal. A lower operating frequency would also increase the upper
measurement limit of the interferometer at the expense of the sensitivity of the system at lower concentrations, and
vice-versa.

Attenuation by the ejecta particles is undesirable in mmWave interferometry as it reduces the signal-to-noise ratio
(SNR). The wavelength of mmWaves is one to two orders of magnitude larger than the diameter of typical ejecta
particles encountered in PSI. The mmWave-particle interaction therefore takes place in the Rayleigth scattering regime,
with lower extinction efficiencies than in the geometric regime encountered by optical instruments. For a monodisperse
105 (`𝑚) glass regolith simulant with a dielectric constant of 4.5, the Mie theory predicts that a mmWave beam with a
wavelength of 5 mm will have an extinction efficiency twenty thousand times lower than a visible 650 nm beam, as
shown in Fig. 2. Consequently, a mmWave beam experiences negligible extinctions for path-integrated volume fractions
lower than 5 vol%.m. This value is well above the measurement range of the interferometer, as it would require the
unwrapping of several hundreds consecutive phase jumps.

3

D
ow

nl
oa

de
d 

by
 J

os
hu

a 
R

ov
ey

 o
n 

Ja
nu

ar
y 

4,
 2

02
2 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
02

2-
24

21
 



Fig. 2 Mie theory extinction efficiency of a 105 `m glass particle as a function of the frequency and wavelength
of the incoming electromagnetic wave obtained using the software MiePlot [26].

III. Experimental Setup
The mmWave interferometer was calibrated using a multi-elements slot funnel. The funnel elements were

characterized by an optical particle counting method and combined to create a particle cloud with well-defined
concentration and dimensions. Then, the interferometer was demonstrated in a PSI facility with environmental
parameters relevant to martian and lunar landings.

A. Millimeter Wave Interferometer
The mmWave interferometer system is composed of two evaluation boards manufactured by Texas Instruments, the

AWR6843ISK and DCA1000EVM, shown in Fig. 3. The AWR6843ISK carries a AWR6843[27] radar chip, which
integrates a complete 60-64 GHz FMCW 3 TX, 4 RX radar transceiver with phase-locked loop (PLL), analog-to-digital
converters (ADC), digital signal processing (DSP) module and microcontroller in a 10.4 × 10.4 mm package. The
DCA1000EVM [28] is an interfacing board that captures the raw ADC data from the radar and streams it to a computer
over a 1 GBps Ethernet link.

Fig. 3 Texas Instruments evaluation boards AWR6843ISK (a) and DCA1000EVM (b).

Fig. 4 shows the radar interferometer in its experimental configuration. The radar system is associated with a 31.75
mm diameter copper disk reflector, whose line of sight with the radar antenna defines the measurement chord of the
interferometer. A planar reflector is used instead of a more conventional corner cube because its highly directional
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cross-section reduces the effect of multipath interferences. Both components are mounted on optical posts with
ball-and-socket joints for alignment purposes. The AWR6843ISK and DCA1000EVM are protected from the ejectas by
a PLA and acrylic enclosure including a ultra-high molecular weight polyethylene (UHMWPE) window transparent to
mmWaves.

Fig. 4 Radar interferometer in experimental configuration, showing the planar reflector (1), radar system
enclosure (2), thruster (3), particle bed (4), and granular surface (5).

The echo corresponding to the reflector is extracted from the radar range data and phase tracked between pulses,
providing the interferometric phase shift measurement. The range bin corresponding to the reflector is identified by
comparing the range data of the area under test with and without the reflector installed. In order to reject clutter and
multipath interferences as efficiently as possible, it is desirable to use the largest chirp bandwidth 𝐵 allowed by the radar
system, which is 𝐵 = 4 GHz. The chirp slope is set to its maximum value of 𝑑 𝑓

𝑑𝑡
= 100 MHz/`s, providing a chirp

time 𝑇 = 40 `s which, combined with an idle time between chirp 𝑡idle = 60 `s, gives an acquisition rate 𝑟 = 10 kHz.
Improvements in the transfer speed to the computer, which is currently limited to half of its maximum bandwidth due to
an impedance mismatch with the facility’s Ethernet feedthrough, could increase the acquisition rate to 20 kHz, which is
comparable to the acquisition rate of state-of-the-art high-speed cameras[29].

B. Calibration Setup

Fig. 5 Calibration rig (a), detail of the particle hopper slot array (b) with 12 slots open, and optical
measurement of single-slot particle density (c).
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The calibration approach is to acquire interferometric measurements for a cloud of particles with a known
path-integrated density. This path-integrated density is determined using an optical method, which is the current
state-of-the-art method for particle density measurements. High particle concentrations that would saturate any optical
diagnostic, yet are within the measurement range of the interferometer, are characterized using a divide-and-conquer
approach. First, optical particle-counting is used to accurately determine the particle density of a thin particle cloud.
Then, a number of such individually-resolved clouds of known densities are combined to create a thicker particle cloud.
The phase shift of the signal is then measured for clouds of different densities, therefore generating a calibration point
for the instrument. We assume that, due to the almost completely vertical trajectory of the falling particles, the clouds do
not have any interactions with each others. Therefore, the number densities of each cloud can be linearly added together.

A calibration rig, shown in Fig. 5, was designed and manufactured. It consists of a funnel assembly containing a
particle hopper, a sliding trapdoor, and an array of 25 slots, each with a width of 600 `m, a length of 140 mm, and a
spacing of 9.525 mm. An acrylic enclosure equipped with two UHMWPE windows encloses the area under the funnel to
prevent particle egress. Each slot can be individually masked or opened, creating a curtain of falling particles sufficiently
thin to be resolved by a shadowgraphic method. The shadowgraphic instrument is composed of a backilluminating 1.5
W white LED collimated by a biconvex lens with a focal length of 100 mm. A 1.3 Megapixel Chronos 1.4 high-speed
camera equipped with a Canon EF 100 mm macro lens is used for imaging the particle stream at 1057 frames per second.
An exposure of 5 microseconds is used to prevent motion blur of the falling particles, and a low aperture setting of
f/16 is used to maximize the depth of field around the particle curtain. The images are then background-subtracted,
segmented, and the particles counted using an algorithm implemented in MATLAB. The algorithm is adapted to resolve
particles clusters, which otherwise can severely disturb state-of-the-art particle-counting algorithms, by taking the
average particle area of a sample of well-resolved, unclustered particles using a Hough transform disk detector, as
shown in Fig. 6. Then, the total apparent particle area of the segmented image is divided by this average particle area,
providing the particle number density in the frame.

Fig. 6 Input image, (a), segmented image (b), and sampled particles (c) obtained during the particle counting
process.

Once the particle density generated by a single slot is known, the radar phase shift caused by an increasing number
of open slots, between 1 and 16, is measured. The calibration curve of the radar interferometer is generated using the
assumption that the number density of each open slot can be linearly added together. The slope of this calibration curve
is determined through the least-square linear regression of this dataset assuming a zero intercept term, as in Eq. (4):

𝛽 =

∑𝑛
𝑖=1 𝑦𝑖𝑥𝑖∑𝑛
𝑖=1 𝑥

2
𝑖

(4)

The error on this slope is calculated using Eq. (5), assuming normally distributed error terms:

𝜎𝛽 =

√√
1

𝑛−2
∑𝑛

𝑖=1 (𝑦𝑖 − �̂�𝑖)2∑𝑛
𝑖=1 (𝑥𝑖 − 𝑥𝑖)2 (5)

6

D
ow

nl
oa

de
d 

by
 J

os
hu

a 
R

ov
ey

 o
n 

Ja
nu

ar
y 

4,
 2

02
2 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
02

2-
24

21
 



C. Plume Impingement Setup
PSI experiments are conducted at the University of Illinois at Urbana-Champaign (UIUC) in a 1.2-meter diameter

by 2.1-meter long vacuum chamber with a total volume of 2375 liters, Fig. 7. The chamber, manufactured by the GNB
Corporation, is equipped with a cart assembly integrating a 32” acrylic sheet that replaces the original door for improved
optical access. In the new configuration the chamber is capable of a base pressure of 5 mTorr using a Kinney KT-150
roughing pump. A cylindrical bed made of PVC with a height of 12” and a diameter 24” contains the granular material,
Fig. 8.

Fig. 7 Vacuum chamber housing the PSI facility.

Fig. 8 Details of the optical access cart (a) and particle bed (b) used in the PSI facility. Thruster assembly (1),
cart frame (2), acrylic window (3), optical table (4), granular media bed (5), internal LED lighting (6).
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Fig. 9 6.5 N cold gas thruster used in the PSI facility. Nozzle (1), damping chamber (2), thermocouple (3),
pressure sensor (4), solenoid valve (5).

The 6.5 N cold gas thruster used in this study, shown in Fig. 9, was previously described by Al-Rashdan [30] in
their study of jet impingement on flat plates. It is located directly above the particle bed to simulate the operation of a
retrograde rocket thruster impinging on a planetary surface. It integrates a 304 stainless steel Mach 5 bell nozzle with
an exit diameter of 1 cm, a damping chamber, a thermocouple, a pressure sensor, and a fast solenoid valve that controls
the incoming flow of nitrogen at 1.2 MPa and ambient temperature. Nitrogen was selected as the feed gas because of its
ease of handling and its heat capacity, which is similar to the decomposition products of hydrazine. The thruster is
fed by a 20-gallon reservoir tank through low coefficient of flow connectors, ensuring that the flow will not be choked
upstream of the nozzle throat. The reservoir tank is periodically replenished from a commercial nitrogen cylinder with
a purity of 99.999 %. The flow parameters for this thruster system and a representative landing thruster, the Aerojet
MR-107-N used on the Phoenix mission, are reproduced in Tables 1 and 2, from Al-Rashdan [30]. The thruster is
mounted on a bellowed linear stage with 15 cm of travel, allowing millimeter accuracy over the vertical position of the
nozzle exit plane above the granular surface. The thruster fires in 1-second pulses in order to limit the drift in ambient
pressure to ΔP = +150Pa during firing. The nearly-square stagnation pressure curve enabled by the thruster helps the
replication of experimental conditions for validation and verification of numerical models.

Table 1 Dimensional flow conditions of the thruster used in this study compared to the Aerojet MR-107-N.

Parameter Current Thruster MR-107-N
Chamber Pressure (MPa) 1.20 0.26-0.84

Exit Pressure (Pa) 2268.04 3240
Ambient Pressure (Pa) 6.7-800 0-858

Exit Velocity (m/s) 720.69 1929
Exit Temperature (K) 50 3300
Exit Viscosity (Pa-s) 3.15 · 10−6 9.4 · 10−6

Mean Free Path (`𝑚) 0.517 6000
Mass Flow Rate (g/s) 8.65 320
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Table 2 Non-dimensional flow conditions of the thruster compared to the Aerojet MR-107-N.

Parameter Current Thruster MR-107-N
Mach Number 5.0 4.7

Jet Pressure Ratio 2.84-340 3.8
Reynolds Number 3.49 · 105 3.4 · 105

Knudsen Number 5.17 · 10−5 0.03

The particles used as regolith simulant are Ballotini solid glass microspheres with a density 𝜌 = 2500 kg.m−3 and a
particle size distribution (PSD) with an average diameter D = 105 `m and a standard deviation 𝜎D = 17 `m. These
particles are typically used in industry as garnet in high-pressure waterjet cutting. A simulant with a relatively narrow
size distribution was selected instead of a material more representative of martian or lunar regolith to simplify the PSI
physics involved in our experiment. While the radar interferometer measures volume fractions, and is agnostic to the
PSD (i.e. two ejecta clouds with the same volume fraction but differing particle size distributions have the same phase
shift), it is calibrated against a particle cloud of known number density. The calibration process therefore requires the
conversion of this number density (which the radar cannot measure directly) to a volume fraction (which the radar can
measure directly). This conversion is made using an accurate measure of the particle size distribution. We measured
the PSD by sieving, using a sieve shaker with size breaks at 53, 63, 90, 106, 125, 150, 180, 250, and 350 `𝑚, and by
X-ray microtomography images of particles samples obtained using a Zeiss Xradia Bio MicroCT imaging system. The
tomographic images were segmented using a watershed algorithm implemented in MATLAB, resulting in a set of
individually-labelled particles whose diameters were measured and binned to determine the PSD of the sample. The
results of the two methods are shown in Fig. 10 and are in close agreement with each other and the specifications
provided by the manufacturer.

Fig. 10 Number-size distribution of the glass regolith simulant used as measured by computed
microtomography and sieving.

IV. Results
This section presents the results obtained during the calibration and demonstration of the radar interferometer

in martian and lunar environments. The path-integrated ejecta density (PID) values are reported in the text in
particles.m−2, as it is the unit in which the radar was calibrated. Figures also report PID values as volume fraction
(vol%.m) based on the measured size distribution of the particles, with a proportionality ratio between the two units
of 7.96 × 10−11 %.particle−1.m3. Path-integrated measurements may seem cumbersome and hard to interpret when
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compared to path-averaged measurements. The first are chosen in this work to acknowledge the path-integrated nature
of the results. Path-averaged measurements can be obtained by dividing by the length of the propagation path (58 cm for
the present instrument), as in Eq. (6):

𝛿 =
1

𝑙TX,RX

∫ RX

TX
𝛿𝑑𝑙 (6)

The ease of interpretation of path-averaged values is deceptive for a measurement technique that is inherently path-
integrated. If the ejecta cloud is physically much smaller than the propagation path, as it is often the case in PSI
experiments, the path-averaged density will be much lower than the actual cloud density. Therefore, unless a tomographic
reconstruction is used to determine the spatial distribution of the particle density, or an estimate of the size of the ejecta
cloud is obtained through another measurement method, we recommend and will use path-integrated values and units.

A. Radar calibration
Optical particle counting measurements provided a path-integrated density of 1.75 ± 0.26 × 107 particles.m−2 per

funnel slot. Radar measurements were conducted up to 16 open slots, three times for each level. The results are
presented in Fig. 11 with the zero-intercept calibration curve and its associated margin of error. The resulting calibration
slope is 𝛽 = 9.03 ± 2.66°.10−8 particles−1.m2, with a coefficient of determination r2 = 0.9528.

Fig. 11 Radar calibration data and linear fit along with theoretical Maxwell Garnett results for Ye = 4.5.

Also reported in Fig. 11 is the theoretical prediction of radar phase shift from the Maxwell-Garnett equation
for a particle dielectric constant of 4.5, which is consistent with previous reports of borosilicate glass at microwave
frequencies [31]. There is a close match between the experimental calibration and the theoretical curve, with a gap of
only 6.4% between the two slopes. The dominant error source of this calibration procedure is aerodynamic perturbation
of the particle curtain structure. A downdraft air current is created by the falling particles, with increasing intensity
as more slots are concurrently open. This downdraft creates both a systematic bias and a random error term in the
calibration. First, the downdraft locally reduces the pressure, which tends to contract the volume of each particle
curtain, while the number of particles generated by each slot remains constant. Therefore, the particle density increases
nonlinearly with the number of open slots, above the simple addition of each slot’s contribution, leading to a systematic
bias on the calibration. Secondly, the turbulence associated with the downdraft leads to particle density fluctuations
over the course of each calibration measurement, which leads to the increasing random error term on the calibration
observed in Fig. 11.Performing the calibration under vacuum would greatly reduce these effects.
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B. Plume-surface experiment
The radar interferometer was used to measure the concentration of the ejecta cloud generated by the thruster at a

height of 15 cm above the granular surface. The measurement path is located across the bed diameter, at a height of 9 cm
above the surface. The granular bed is kept uncompacted by emptying and refilling between each test. Measurements
were conducted at pressures of 800 and 6.7 Pa, reproducing the martian and lunar environments respectively. A Chronos
1.4 high-speed camera was used to acquire footage of the impingement at 1057 frames per second to complement the
results obtained by the radar. This measurement plan aims at demonstrating the instrument’s capability to measure
dense particle clouds without saturating, which will be expanded into a tomographic multi-reflector system in future
studies. Times are reported from the initial impact of the jet on the granular bed, which is defined as the instant when
the phase shift exceeds twice the standard deviation 𝜎rnf = 0.14° of the radar noise floor, indicating the onset of a
large-scale disturbance. The PID results collected in the martian and lunar cases are presented in Fig. 12 with the 95%
margin of error resulting from the instrument calibration shown as the shaded area around each traces. In either cases,
the interferometer signal did not require phase unwrapping and its strength varied by less than 15% during the pulse
duration.

Fig. 12 Path-integrated ejecta densities across the nozzle axis at martian (800 Pa) and lunar (6.67 Pa) ambient
pressures, for a radar-reflector distance of 58 cm.

1. Martian case (800 Pa)
In the martian case, the initial impingement creates a large surge of surface material, which reaches a maximum

PID of 1.65 ± 0.67 × 109 particles.m−2 141 ms after the impact of the jet on the surface. The PID then reaches a
steady-state value of 0.30 ± 0.12 × 109 particles.m−2 that extends between 602 ms and 1073 ms. After 1073 ms,
the thruster stops firing, and the PID decreases, except for a double surge at 1537 and 1586 ms with amplitudes of
0.14 ± 0.04 × 109 particles.m−2 and 0.17 ± 0.05 × 109 particles.m−2. The post-jet double surge can be explained by
the settling of material previously ejected upward. These observations are confirmed by the video footage presented
in Fig. 13 showing the large amount of ejecta generated in the initial phase of the impingement, followed by a less
dense steady-state cloud, then material falling down after jet extinction. In particular, the footage reveals that most
of the material in the initial ejecta peak is lifted in the first 35 ms after the initial impingement, with the maximum
PID observed when this initial surge falls back to the ground. The initial ejecta surge appears to be due to a localized
instance of soil liquefaction. This interpretation is suggested by the presence of erupting voids in the initial ejecta surge,
as seen in Fig. 14. Pulsed landing thrusters, which generate such transients many times per second, were experimentally
observed by Mehta et al. to dramatically increase erosion rates compared to a continuuously-fired thruster, giving rise to
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a new class of erosion phenomena called diffusive gas explosive erosion (DGEE) through the repeated application of
this intial jet transient on an already fluidized surface [32]. On the other hand, prior work by Metzger [4] suggests that
the steady-state erosion state observed later in the impingement is dominated by bearing capacity failure (BCF) and
diffusion-driven-flow (DDF), with the crater and ejecta cloud being in granular flux equilibrium through the recirculation
of ejecta falling back to the crater.

Fig. 13 Images of the jet impingement at 800 Pa, showing the initial particle spray (t = 10ms), maximum ejecta
density (t = 147ms), steady-state density (t = 860ms), and particles falling from chamber ceiling after jet

extinction (t = 1526ms).

Fig. 14 Contrast-enhanced detail of ejecta surge at 800 Pa showing erupting gas bubbles, which suggests the
occurrence of soil liquefaction.

Fig.12 shows a post-jet hysteresis with an amplitude of 1.5 ± 0.5 × 107 particles.m−2, or 5% of the steady-state PID
value, without a clear cause being currently identified. While particles falling back to the bed several seconds after the
jet are visible in Fig. 13, it is unlikely that this phenomenon is responsible for this hysteresis, as the standard deviation of
the post-jet phase signal is identical to the pre-jet noise floor. It is possible that a secondary propagation path involving a
reflection on the particle bed was disturbed by the crater formation. The relative amplitude of this propagation path
would be expected to be small with respect to the line-of-sight path between the radar and the reflector, because it is
outside of the 2nd Fresnel zone. Improving the collimation of the radar beam, for example by adding a dielectric lens
ahead of the antenna array, could help solve this issue.

2. Lunar case (6.67 Pa)
The lunar case is distinct from the martian case. First, there is no initial density peak: the PID shows a sharp but

limited initial increase to 0.04 ± 0.01 × 109 particles.m−2, a slow decrease until 172 ms, and then a gradual rise until
792 ms, reaching a peak of 0.52 ± 0.22 × 109 particles.m−2. The PID then steadily decreases until 1103 ms to reach
a value of 0.28 ± 0.12 × 109 particles.m−2, with a slight increase to 0.33 ± 0.14 × 109 particles.m−2 at 1180 ms, and
then finally returning to the noise floor at 1950 ms.
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Fig. 15 Images of the jet impingement at 6.67 Pa, showing the initial jet impingement (t = 10ms), growing ejecta
cloud without streaks (t = 100ms), maximum density (t = 792ms) with vertical streaks, and particles falling back

after jet extinction (t = 1500ms).

The images presented in Fig. 15 confirm the absence of an initial surge of ejecta in the lunar case. Rather, particles
are emitted from a large area at a relatively modest flux, creating a steadily densifying cloud of lofted particles. Then, at
310 ms, the formation of streaks, or tendrils, of ejectas is observed. Initially close to the ground, the streaks appear in
the footage to become more and more vertical over the course of the pulse, until they are blown out and collapse at the
end of the jet pulse, followed by the rest of the blown particles falling back to the bed. Fig. 16 shows the remains of
these elongated structures emanating from the raised crater ridge created by the jet at 50 mTorr. Conversely, the crater
generated by the jet at 800 Pa does not exhibit either a raised ridge or streak-like structures.

Fig. 16 Post-experiment craters obtained for an ambient pressure of 6.67 Pa (a), showing streak-like structures
emanating from the crater ridge, and 800 Pa (b), where those structures are absent.

The large erosion area visible in the footage, as well as the combination of low ground pressure, moderate ejecta
angle and low erosion rate, suggest that viscous erosion (VE) is the dominant erosion mechanism in the first phase of
the lunar case. However, the increase in ambient pressure during the firing, which decreases the JPR from 340 initially
to 15 on shutdown, combined with the formation of the crater, could lead to a shift from VE to a combined BCF and
DDF erosion mode, which is supported by the increase in ejecta angle up to the vertical as well as the abrupt change in
the slope of the PID measurements at 792 ms.

V. Conclusion
A millimeter-wave interferometer for ejecta density measurement has been developed, calibrated, and demonstrated

at ambient pressures relevant to plume-surface interactions on the Moon and Mars. The instrument acquired quantitative,
high-frequency path-integrated ejecta density measurements in conditions that blinded the concurrently-used optical
camera. The calibration of the instrument yielded a phase-ejecta slope 𝛽 = 9.03 ± 2.66°.10−8 particles−1.m2, with
a coefficient of determination r2 = 0.9528. In the martian case, the generation of a large surge of ejecta with a
path-integrated density of 0.131 ± 0.053 vol%.m (1.65 ± 0.67 × 109 particles.m−2) has been observed as well as the
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establishment of a steady-state ejecta density of 0.0242 ± 0.0097 vol%.m (0.304 ± 0.122 × 109 particles.m−2). The
initial surge and steady-state surge are attributed to diffusive gas explosive erosion and a combination of bearing capacity
failure and diffusion driven flow respectively. In the lunar case, the absence of initial ejecta surge, the progressive
densification of the ejecta cloud up to a value of 0.0419 ± 0.0170 vol%.m (0.527 ± 0.214 × 109 particles.m−2), and a
likely transition from viscous erosion to bearing capacity failure-diffusion driven flow have been observed. Future
works will expand on the current study by conducting the calibration process of the instrument under vacuum, thereby
considerably improving its accuracy, as well as performing a multi-chord ejecta density measurement that will provide
a time-resolved tomographic reconstruction of the ejecta cloud generated by the impingement of the thruster on the
granular surface. The instrument can be applied to many opaque multiphase flow situations outside of planetary PSI,
such as fluidized particle beds, rotorcraft brownouts, dust storms, combustion chambers flows, and smoke analysis.
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